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Parity bits can not detect double bit error and E2@
detect double bit error. However, we concentratesiogle
bit error, since double bit error can be transfarnieto
multiple single bit error by bit-interleaved paribits and
SER of double bit error is too rare [2].

Abstract - We propose a power-aware ECC (Error
Correction Code) register without hurting the reliability of
data caches. The ECC register replaces the complicated
ECC array used in traditional data caches. While the
traditional ECC in the ECC array is dedicated to one
cache line, the proposed ECC register is shared by all the
cache lines, which significantly reduces leakage power .
consumed in the ECC%rray. Tr?e simulation res%ltspshow 2 ECC Array vs.ECC Reglster

that the proposed ECC register consistently saves 8.5% of In this paper, we focus on the ECC of a data caches
total power consumption in the 32KB data cache. On  gince the access latency to a data cache is tritica
occurrence of a soft error, all the cache lines and the ECC performance, the ECCs are checked only when phiisy
register should be read to correct the soft error. However,  getect an error. Thus, there is no need to looEQE array

the performance overhead fromreading all the cachelines  njess error is detected by parity bits. Howeviee, ECC

is negligible, since the Soft Error Rate (SER) is 1.00E-10  4rray accounts for substantial area of data caetseshown

in the 70nm technol ogy. in Fig. 1. Accordingly, leakage power from the E@@ay is
Keywords: Error Correction Code, Error Detection Code@lS0 substantial. Our goal is to reduce the lealzameer
Data Cache, Soft Error consumed in ECC. We propose a simple ECC register

shown in Fig. 2, instead of the complicated ECGuyarin
the traditional ECC array, each cache is corredigd
: referencing to the dedicated ECC. In the propos€d E
1 Introduction register, however, all the cache lines of the datehe are
Soft error is a temporal malfunction caused tghal read and a soft error is corrected when parity détect a
particles, not leaving any permanent damages iritioeit.  Soft error. To enable the proposed technique halldache
The SER (Soft Error Rate) is getting higher, ascgss lines should be accessed whenever there is a soit. e
technology is scaled down. The protection in thenowy Please note that the SER is lower than 10E-10 mm70
component is more crucial compared to the logic $ifjce  technology. Thus, the performance degradation ity on
the soft error in the memory component is mor®.00002% in worst cases, which is never serioussivgter
complicated to be recovered. To protect the syftemthe a write operation is issued, the ECC register shd
soft errors, error recovery techniques have beepgmed updated, which might increase dynamic power consiomp
[1][2][5]. A representative example is a parity Hitat is In this case, the ECC register is updated by Ex@®ring
widely used for error detection in caches, memoteses, the previous cache line, the current cache line tied
and so on. Parity bits detect a single error but nat previous ECC register. In other words, whole cdotes do
correct the error. When re-transmission or re-feghis ot have to be accessed in case of a write operdRiease
possible, a set of parity bits, which is an erretedtion note that the ECC array should be updated evenwy tirare
technique, is a cost-effective solution. Howevenew data IS & write even in the traditional caches.
can not be recovered by re-transmission or re-iiegcteg. There are several alternatives to Fig. 2. Therddcbe
Data in data caches or in memories), error deteasianot More than one ECC registeT:ECC registers accounts for
enough. In this case, it should be restored by mar e 1Un of total cache lines. Determining the number ofCEC
correction technique. Hence, most data caches afpisters, there is a tradeoff between power coptom

memories adopt Error Correction Code (ECC) to hmuiso and performance degradation. Since the performance
to soft errors. degradation is negligible in the cache with one E€gister,
we only focus on one ECC register.
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Fig. 1. Data Array and ECC Array in Data Cache
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Fig. 2. Data Array and ECC Register in Data Cache
(One ECC register accounts for all cache lines)

3  Simulation Results varies. Thus, Fig. 3 shows average power consumptio
excluding dynamic power consumption of the dataarr
This Power consumption is evaluated based on Cagijith difference SERs. Consistently, leakage powsr i
4.0 [6] released by HP Labs. We assume the procaggluced by 8.7%. Additional dynamic power consuopti
technology is 70 nm and the target data cacheK83#&ith  incurred by reading all the cache lines is negl@ilsince
32B cache line. According to the parameters sucupply the SER is lower than 1.00E-10.
voltage, temperature, and, process technology, SE&
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Fig. 3. Average Power Consumption with DifferentfSE

4 Conclusions

One soft error in a data cache breaks down the avhol

system. To maintain the reliability of the systehg ECC is
necessary to be robust to soft errors. In this pape

proposed a simple ECC register that replaces tifié]
complicated ECC array in traditional data caches.
Regardless of scaling down of process technolobg, t

proposed technique consistently reduces the leaiagryy
8.7% with negligible (lower than 0.00002%) perforroa
overhead. Especially, the proposed technique ifiuéal

to embedded processors [3], where power consumjzion[S]

crucial.
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